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Abstract—We survey several security assumptions based on
physical principles as opposed to more common complexity-
theoretic assumptions. This survey focuses on obtaining security
guarantees via i) idealized hardware and ii) physical objects, and
specifies how these assumptions have been used for devising
cryptographic protocols, such as protocols for secure multi-party
computation. Note that due to these assumptions, the protocols
are often conceptually simpler, the security is independent of the
computational power of an attacker, and the functioning and
security is more transparent to humans.

I. INTRODUCTION

Security assumptions that are based on physical principles
exhibit quite some advantages when compared to complexity-
theoretic assumptions, namely the protocols being conceptu-
ally simpler, the security even holding independently of the
attacker’s computational resources, and the functioning and
security being more transparent to humans. Examples of such
assumptions are physically isolated or incorruptible hardware
components, write-only devices for logging, or scratch-off
cards as common in letters for personal PINs. Also, the non-
cloneability of quantum states that follows from the principles
of quantum theory, is a physical security assumption that is,
e.g., used to realize non-cloneable “quantum money”.

Using physical hardware or objects allows to circumvent
impossibility results in secure computations. For example,
tamper-proof hardware tokens due to [41] suffice to construct
protocols for general “secure computation” with very strong
(composable) security guarantees without the need of a trusted
authority to set up, e.g., a public-key infrastructure – some-
thing that was thought impossible before, due to [14, 15]. Here,
a secure computation involves multiple parties, which would
like to jointly evaluate a function (such as “who of them is
richest”), without giving away anything about the other parties’
input values (not obvious from the output and own input).

Moreover, protocols employing physical assumptions may
offer qualitatively stronger security guarantees, or other se-
curity aspects, such as fairness (informally: if a protocol
yields an output, all parties learn it), using different trust
models, deniability and non-coercion. A particular advantage

1This invited paper is mainly based on a survey that appeared in [43,
Part I]. This work was supported by KASTEL Security Research Labs.
This is the author’s accepted version (with hyperlinks and more verbose
bibliography entries) of an article that will appear at the IEEE Information
Theory Workshop (ITW 2021), copyrighted by IEEE. (This will be updated
as soon as the article is published, with a link to the publisher’s version.)

that only-digital protocols cannot offer, is to provide a bridge
to reality. Examples of this are given in [33, 31], where the
authors provide a protocol for proving (in zero-knowledge)
that a nuclear warhead that is to be disarmed due to an
international treaty conforms to a certain prescribed template,
without giving away anything about its internal design.

Also, due to our familiarity with the physical world, many
protocols that make use of day-to-day objects, such as en-
velopes or ballots used in cryptographic voting schemes, are
often much easier to understand, or are just more transparent
than computer hardware executing some program. This might
be crucial for a protocol to be even considered for real-world
use. An example is the German Constitutional Court’s demand
that “[w]hen electronic voting machines are deployed, it must
be possible for the citizen to check the essential steps in the
election act and in the ascertainment of the results reliably and
without special expert knowledge.” (Judgment of the Second
Senate of 03 March 2009). Finally, physical tools such as the
wooden boxes, can be used fruitfully for didactics, or to do
secure computations without any computer.

The main focus of this paper is to give a (partial) overview
over of how physical security assumptions have been used in
the area of cryptography and provable security. We will catego-
rize such physical cryptography broadly into three domains (by
its main object), namely to obtain security guarantees with i)
idealized hardware covered in Section II, ii) idealized, easily-
manipulateable physical objects in Section III and iii) idealized
physical processes or properties. Due to space constraints and
its prominence in the literature, we omit the third category in
the following, and will not survey, e.g. Wyner’s well-known
wiretap channels [77, 20, 49] or quantum cryptography.

II. SECURITY FROM IDEALIZED HARDWARE

Many researchers have suggested using hardware as a
facilitator for cryptographic protocols or as a trust anchor.
Let us go through the most important hardware assumptions
used for cryptographic protocols. Throughout this section, we
focus on results that attain security in the strong Universal
Composability (UC) framework [13].

A. Physically Uncloneable Functions

Introduced as “Physical One-Way Functions” by Pappu
et al. [69], so-called Physically Uncloneable Functions (PUFs)
are simple, stateless hardware modules which serve as a
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(noisy) evaluation of a function with high min-entropy output.
The used manufacturing process unavoidably and purposefully
includes imprecision and slight variations in the chip, leading
to a response behavior that is hard to clone. Although the
concrete security requirements depend on the cryptographic
protocol or application, many definitions include one-wayness
and unforgeability of the output. Armknecht et al. [7] give
a good survey on these notions and integrates them into one
consistent and unified framework. For a survey on technical
implementations of PUFs, see [42].

When it comes to the achievable level of security when
using PUFs as hardware given to the players, [12] gave the first
construction of secure multiparty computation (MPC) in the
UC framework that is even unconditionally secure. However,
as noted by [68], their construction assumes that the PUFs
in use are fully trusted. An adversary that is able to create
a hardware chip which looks and behaves like a PUF can
easily break the security of their scheme. These malicious
PUFs come in two flavors: they can be either stateful (i.e.
they may log all input-output values; however, note that they
neither can communicate back to the adversary, nor does he
get access to it after the protocol.) or stateless, with the
latter being plausibly much more easy to craft in a way
that it is as simple (and indistinguishable from the outside)
as the PUF that is to be imitated. In the setting of stateful
malicious PUFs, [68] present a protocol for secure computa-
tion that achieves computational UC-security. Unconditional
UC-security in the (stateful) malicious PUF-setting has only
be attained for commitment protocols, cf. [22]. Indeed, [21]
show that unconditional general computation and oblivious
transfer is impossible, even in the stand-alone setting. On
the positive side, they construct an unconditional and efficient
UC-secure protocol for general computation, if one restricts
the adversary to only issue stateless PUFs. Recently, [48]
achieved UC-secure commitments from fully malicious PUFs
in the long-term setting. Long-term security guarantees that the
protocol remains secure even if the adversary gets unlimited
computational power after the protocol has ended, which is an
important security feature in the light of possible future tech-
nological advances threatening currently-used cryptography.

B. Signature Cards

Hofheinz, Müller-Quade, Unruh [36] proposed using trusted
signature cards as an alternative setup assumption for UC-
secure computation. These are modeled as an ideal hardware
functionality which, upon receiving a message as an input by
its holder, outputs a signature to it. Using these, one can also
obtain UC-security in the long-term setting, as shown in [62].
As further research has shown, one can also handle untrusted
signature cards, e.g., by restricting to signature schemes which
have a unique (non-randomized) signature for each message,
and by taking special care for the case when the card aborts
dependent on the message to be signed, thereby leaking to the
outside that a message from a certain set was to be signed.
See [50] for reference, which additionally achieves reusability
of the signature card in multiple protocols without impacting

security, as in the Global UC (GUC) framework introduced in
[16]. ([36] also offer reusability of signature cards, but their
signature cards are not modeled in the GUC framework.)

C. Tamper-Proof Hardware Tokens

Besides hardware modules which compute a random func-
tion (such as PUFs) or implement a signing functionality,
one can also assume hardware, such as smart or SIM cards
or USB authentication tokens, which can execute arbitrary
code. These have been proposed by Katz [41] as a setup
assumption for UC-secure computation. In contrast to previous
setup assumptions, such as a common reference string or a
public-key infrastructure, this does not need a trusted central
party responsible for establishing the setup assumption. Here,
the security relies on two assumptions: i) the code of the token
and any internal secrets are completely opaque to the holder,
i.e., the token is tamper-proof and cannot be brought to reveal
its secrets by any engineering measure, and ii) the token cannot
communicate with the outside (except possibly through regular
protocol messages), in particular, it cannot send any security-
relevant information back to its original creator.

Tamper-proof hardware mainly comes in two flavors, de-
pendent on how lightweight the used hardware is supposed to
be: i) stateful tokens which can reliably store data and keep a
non-trivial internal state, ii) stateless or (stateful but) resettable
tokens (such as a smart-card reliant on an external power
source) which should still work if an adversary repeatedly
cuts off power to the token and thereby resetting its state.
Differently from PUFs, malicious tokens are always assumed
to be able to keep a state, aiding the purposes of the attack.

Obviously, assuming stateful tokens is a much stronger
assumption, leading to strong feasibility results. For exam-
ple, Goyal et al. [34] show that even non-interactive and
unconditionally UC-secure two-party computation is possible
with simple stateful tamper-proof hardware tokens against
malicious adversaries. Here, non-interactive two-party com-
putation starts with a single charge of tokens being sent from
sender to receiver, followed by a computation phase without
any communication. In terms of efficiency, [24, 23] were
able to reduce the number of necessary stateful tokens to
the provable minimum of one and two tokens for interactive
and non-interactive two-party computation, respectively, while
retaining unconditional UC security in both cases. (Note that
using a single token is especially beneficial, as one does not
need to take into account the threat of multiple malicious
tokens covertly communicating at the receiver’s place.)

In the case of stateless or resettable tokens, one is restricted
to realizing functionalities that are compatible with being reset
at any time in the protocol, called “resettable functionality” in
the following. First of all note that (as pointed out in [34])
stateless tokens by themselves cannot achieve unconditional
security, as an unbounded adversary can completely learn the
behavior of the token (unless one restricts the number of
resets, as in [22, 26]). In this setting, due to [27, 25], one
can achieve arbitrary resettable two-party functionalities with
UC-security using only a single token and the existence of



one-way functions. More recently, [35] constructed constant-
round adaptively secure protocols which allow all parties
to be corrupted. As a variant of the tamper-proof hardware
model, [30] suggested to use disposable circuits which can
be completely destroyed after the computation, to realize
unconditional UC-security computation (with input-dependent
abort). This suggestion is especially useful in the context of
physical computations [31], such as determining or proving
a match of certain genes, where one needs an “information
barrier” after the protocol. A good survey on the use of tamper-
proof hardware tokens can be found in [67].

D. Trusted Hardware with Constrained Functionality

The above assumptions on secure hardware have first been
introduced as a trusted functionality, evoking a search for gen-
eralizations to the respective untrusted hardware assumptions.
This is understandable, as, e.g., a trusted PUF is a strong
assumption. However, if the functionality to be implemented
is very simple and can be formally verified as a fixed-function
logic circuit, and it might also be plausible to build the
hardware yourself or to obtain them in usual electronic stores
– making targeted attacks much more difficult – then, such
trust assumptions become more plausible. Moreover, often
these modules do not carry any secrets themselves, making
the tamper-proofness assumptions as above less important.
Hence, it is worthwhile to consider such trusted hardware
modules, in particular if they lead to strong security results.
As an example, [3] uses a very simple secure equality check
hardware module, to ensure the correct, UC-secure functioning
of a parallel firewall setup, protecting against a malicious
firewall. Similarly, Achenbach et al. [6] use the assumption of
a trusted TAN generator or optical code reader in order to UC-
realize a trusted money withdrawal functionality. Interpreted
more generally, this is a solution to secure human–computer
interface via an untrusted platform, as described in [9].

An example of achieving qualitatively stronger security by
using trusted hardware such as data-diodes, air-gap switches
and “output interface modules” is the Fortified MPC frame-
work [11]. Here, using the isolation assumptions that come
with these channel types, one can define what it means
to be (path-)connected to “the outside” at a point in time.
The attacker model is then extended from static (physical)
corruptions that are performed before parties are invoked,
to remote hacks, i.e., attacks that are possible during the
protocol run, but only when connected to the outside. They
give a construction of protocols for MPC with a security
notion that is qualitatively stronger than commonly aimed-for
adaptive security in that the inputs and outputs of all parties
are completely protected (w.r.t. confidentiality and integrity)
against remote hacks, unless they happen before the party
received its input, or the attacker gains control over all parties.

Secure Oblivious Bingo Voting [4, 5], where the voting
machine does not even learn the vote cast by the user, has
been realized with a special trusted physical module. Also in
the context of voting, Moran, Naor, Segev [61] consider write-
once memory as a trusted hardware assumptions to securely

store votes even in adversarial environments. These or even
simpler write-only devices, such as printer can also be used
to achieve secure logging. Next, we discuss a special case of
trusted hardware that deserves separate mentioning, due to its
refined modeling and more complex functionality.

E. Secure Processors

Recently, processors that allow for attested execution in a
sandboxed environment, a so-called enclave, such as Intel’s
SGX technology, have been formally modeled by Pass, Shi,
Tramèr [70] in the GUC framework. An attested execution of
a program P on inputs i outputs not only the result, but also
a signature on P and the output, certifying that the program
has been correctly executed on this processor, resulting in the
respective output. As the execution happens in an enclave,
it is protected against tampering and other forms of modifi-
cation and/or leakage, dependent on how weak the security
assumptions are. For example, [70, 76] describe a variant
where all internal secrets of the computation are allowed to
leak (but not the signing key for the attestation), so-called
transparent enclaves. Using these, they were able to construct
UC-secure commitments and zero-knowledge proofs, secure
in the GUC framework, hence allowing for reusability of the
processors after the protocol. Other interesting applications
of secure processors are, e.g., given in [32] – implementing
functional encryption using Intel SGX enclaves – and [64],
which implements obfuscation for RAM programs in a very
strong (virtual-black-box) sense. General program obfuscation
of this strength has been shown to be impossible in software.

III. SECURITY FROM PHYSICAL OBJECTS

In contrast to secure hardware, physical objects do not
carry any internal logic or programming but are specifically-
crafted or day-to-day things that can be used for cryptographic
protocols. These are sometimes used as inspiration or analogy,
such as when using boxes and locks to explain key exchange
protocols, but can also be thought to practically achieve
a cryptographic computation, e.g., without a computer, and
might thereby offer more tangible and transparent security
than the digital counterparts. The most prominent example is
in cryptographic voting schemes, where physical ballots or
envelopes are modeled with a concrete security goal in mind.

Moreover, one can also use these objects more broadly for
recreational cryptography, or didactics, e.g., when illustrating
MPC or zero-knowledge proofs to university or high-school
students. Finally, some of these are suitable for the theoretical
interest of studying unconventional computational models.

A. Physical Envelopes and Ballots

Exploiting physical properties of voting machines or ballots
is common in the cryptographic voting community to achieve
seemingly contradictory properties such as receipt-freeness
(informally, one cannot show others a receipt from which they
can derive information about how one has voted, an important
property for non-coercibility), and (public) verifiability of the
fact that one’s vote has been counted. For example, PunchScan



[71] employs ballots which consist of two sheets of paper,
fixed together but separable. The sheet on top has holes
through which a code for the available options is visible. When
voting, an ink punching device large enough to mark both
sheets of paper when applied to a holes, is used. Note that the
two sheets of the ballot, taken together, determine which hole
is to be punched for the voting choice, but when separated,
each single sheet does not give away anything about the vote.
The protocol is analyzed more formally in [60, Sect. 2.4].

Another voting scheme that uses physical properties is
Scantegrity [18, 17], and the schemes of Moran, Naor [59,
58]. One ingredient common to many voting schemes are
tamper-evident seals, such as envelopes, locked but breakable
boxes or scratch-off cards, cf. [57]. Besides voting, they allow
to execute many cryptographic primitives, such as oblivious
transfer and bit commitment. They distinguish four types,
dependent on whether the seals are all indistinguishable,
and on whether honest players have the ability to open a
locked seal (such as a closed envelope) and achieve distinct
feasibility results for the different seal types. In [38], the
authors introduce the notion of a “rational attacker” which
tries to maximize its utility, and then employ a ballot-box
and envelopes to implement unconditionally UC-secure MPC
in this rational attacker model (without an honest majority).
In [37, 39], they extend their ballot-box method to form the
notion of “Verifiably Secure Devices” or “Transparent Com-
putation”, which essentially describes a transparent procedure
implemented by a human or device employing such a ballot
box functionality, to compute the desired functionality.

B. Cryptography with Playing Cards

Secure multiparty computation can be done with a deck of
physical cards, as first shown in [10, 19, 65]. In this area of
card-based cryptography, one designs tangible protocols using
a deck of cards with information-theoretic privacy features.
The focus has been on designing card-minimal and/or simple
protocols for AND and bit-copy protocols [56, 2, 72], as
well as lower bounds on the number of cards [47, 40, 44],
with the focus being on cards with two symbols, hearts and
clubs. Recently, there has been new protocols for the case
of a standard deck, where all cards are indistinguishable, cf.
[66, 52, 45]. Finally, card-based private function evaluation
is given in [46], and the computational power of card-based
cryptgraphic protocols is more generally analysed in [28]. A
formal model for card-based cryptography was introduced in
[55], and an overview on the topic is given in [43].

Famously, Schneier [73] invented a symmetric cipher, called
Solitaire, that is executed with cards. While biased and hence
not really secure, it is advertised with non-digital features such
as plausible deniability (everyone may carry a deck of cards)
and fast “secure erasure” (shuffling destroys the key) in case
of a physical search. Toponce [75] provides an overview over
several alternative card ciphers that have been proposed and
which exploit the fact that generating randomness is simple
when shuffling cards, to be easy to execute.

C. Cryptography with Other Objects

A nice introduction to cryptography for the task of securely
comparing private values, utilizing different physical objects,
which besides cards and envelopes also includes a discussion
on using cups and Airline reservation hotlines, is given in [29].

Balogh et al. [8] establish MPC for arbitrary functions using
a (large) PEZ dispenser ideal functionality with PEZ candies
of two colors, where same-color candies are indistinguishable.
Here, each player privately dispenses a number of candies
dependent on the input and only this player learns the order
and color of its candies. After the protocol, the color of the
candy that would be dispensed if pressed once more, encodes
the output bit. While certainly evoking amusements, their
research was motivated by the question of how far can one
can go with a deterministic ideal functionality, to which one
cannot trivially offload all the computation. [1] improved upon
this work w.r.t. several parameters for symmetric functions.

Naor, Shamir [63] invented “visual secret sharing”, allowing
to create physical transparent slides, each with random (but
correlated) dot patterns, such that when both are placed on top
of each other, a black-and-white image appears. (There have
been many extensions, also to allow colors and detectability
if someone uses a malicious transparency.)

Researchers have been creative in employing other objects
for MPC, e.g., [54] describes how to compute any function
with up to four variables using a 15 Puzzle, and [53] use a
dial lock to compute a specific class of functions securely.
Moreover, [74] proposes simple protocols using polarized
plates. Finally, using marbles and the assumption that when
placing them into a bag, they become shuffled, gives rise (or
“rice”) to nice protocols [51]. They also allow a recreational
interpretation of “cooking cryptographers”, that take turns in
placing ingredients in a pot, to securely compute a logical
AND (i.e. solving the “dating problem” by cooking together).
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